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Abstract--Single-phase, natural convection heat transfer data have been obtained for an array of highly- 
finned, discrete heat sources mounted to one wall of a cavity filled with a dielectric liquid (FC-77). Dense, 
parallel plaLe fin arrays were considered for both vertical and horizontal cavity orientations, and the finned 
surfaces were found to enhance heat transfer by as much as a factor of 24. Thermal resistances approaching 
2 cm 2 °C w- l  were realized, while maintaining the temperature difference between the fin base and an 
opposing cold plate below 70°C. In a parallel numerical study, flow and heat transfer conditions were 
calculated by treating the fin array as a porous medium characterized by the Brinkman-Forchheimer- 
extended Darcy model. The model provided a reasonable approximation which captured the experimental 

trends and predicted the data to within 30%/" 

INTRODUCTION 

Continued miniavarization of integrated circuits on a 
single computer chip and reduced spacing between 
chips in an array have contributed to significant 
improvements in the performance of computer 
systems. However, increased circuit densities increase 
power dissipatio~ and complicate thermal control 
when a principal objective is to maintain components 
at or below specified maximum service temperatures 
[1]. Currently, thermal control is typically maintained 
by direct air cooling or by indirect liquid cooling [1- 
3]. Due to inherent heat transfer limitations, air cool- 
ing may be precluded for future workstations and 
desktop computers, while indirect liquid cooling 
would require a distribution system consisting of a 
pump and associated plumbing fixtures. Moreover, 
undesirable noise and vibration may accompany fan 
or pump assemblies. 

In contrast, natural convection affords a means of 
thermal control which eliminates the fan or pump 
and provides a noise- and vibration-free environment. 
However, natural convection is not an effective mode 
of heat transfer, and compared to forced convection 
or boiling, associated thermal resistances are large. 
To accommodate low to moderate power dissipation 
levels, the computer chips would have to be directly 
immersed in a liquid coolant, and even then, 
maximum surface heat fluxes corresponding to typical 
chip upper temperature limits of 85°C would be of the 
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order of 1 W cm 2 [4]. TO surpass these limits in a 
passive cooling system and approach those associated 
with forced convection, heat transfer enhancement is 
necessary. 

Parallel plate fin arrays are often used to enhance 
heat transfer by free convection. Fluid flow between 
the fins is usually assumed two-dimensional and can 
be classified into three regions [5]. In the isolated-plate 
limit (b/H~n ~ ~ ) ,  heat transfer rates approach those 
associated with flow along a single plate in an infinite 
fluid. For the fully-developed limit (b/H~, -~ 0), ther- 
mal boundary layers merge near the entrance, yielding 
fully-developed conditions in the channel formed by 
adjoining plates. In the developing regime, the fin 
height and spacing prevent either extreme from being 
realized. If the plates are close enough to allow inter- 
action of the adjoining boundary layers, heat transfer 
rates diminish with decreasing b and may be correlated 
by the following expression developed by Elenbaas 
[61: 

1 f [ ]t = Rab b 

(1) 

where the average Nusselt number and Rayleigh num- 
ber are based on the plate spacing b. Equation (1) 
assumes that the ratio of plate width-to-spacing 
(L~n/b) is large, edge effects are negligible, and the 
plates are isothermal and symmetrically heated. Early 
experimental studies to determine the optimum 
geometry for parallel plate fin arrays [7-9] showed 
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NOMENCLATURE 

Ac cross-sectional area 
Ah heater base area, LxLz 

Afin total fin surface area 
Ax cavity aspect ratio, D/S 
Az cavity aspect ratio, HIS 
b parallel plate fin spacing 
Cv dimensionless form drag constant in 

Forchheimer's extension 
Cpf fluid specific heat 
D cavity dimension along the x-axis 
Dab Darcy number, K/b 2 
g gravitational acceleration 
H cavity dimension along the z-axis 
Hfin fin height parallel to the fin base 
/~ average convection heat transfer 

coefficient 
K permeability 
k thermal conductivity 
L~n fin length from the fin base to the fin 

tip 
Lx length of heater base in the x-direction 
Lz length of heater base in the z-direction 
m fin parameter, ~/[[~P/(kr, nAc)] 
N u  b average Nusselt number based on fin 

plate spacing 
Nfin total number of parallel plate fins per 

heater or cold plate 
P perimeter 
P~n parallel plate fin pitch 
Pr Prandtl number, v/c~f 
p pressure 
Q power dissipation rate per heater 
q" heat flux based on heater base area, 

Q/A 
Rab Rayleigh number based on fin plate 

spacing, gfl( T ~ -  T~)b3 pr/v 2 
RaL. Rayleigh number based on heater 

length, gfl( T~.r- To)L 3z Pr/v 2 
Ra* modified Rayleigh number, 

gflq"L4/(kfafv) 

R~ 
S 
T 
To 
T~ 
v , w  

V, W 

y ,  z 

thermal resistance, (Tsur,(id)-- Tc)/q" 
cavity dimension along the y-axis 
temperature 
cold plate temperature 
reference temperature 
dimensionless velocities, vLz/~f and 
w L./ ccf 
velocity components 
coordinate directions. 

Greek symbols 
af fluid thermal diffusivity 
fl volumetric thermal expansion 

coefficient 
6fin parallel plate fin thickness 

binary parameter 
t/fin fin efficiency 
0 dimensionless temperature, 

( T -  Tc)/(q"Lz/kr) 
~fin fin effectiveness 
p dynamic viscosity 
v kinematic viscosity 
p fluid density 
~b cavity orientation 
~o porosity 

dimensionless streamfunction. 

Subscripts 
eft effective 
f fluid 
fin fin 
(i,j) heater (i,j) 
max maximum 
Ri row i 
sur surface 
t total. 

Superscript 
average. 

that the Elenbaas correlation [6] can be applied to 
parallel plate fins when Rab(b/Hr, n) >~ 100. 

Using the Elenbaas correlation, Bar-Cohen [10] 
analyzed an array of longitudinal fins to determine 
optimal spacing and thickness corresponding to 
the maximum heat dissipation. Bar-Cohen and 
Rohsenow [11] extended this analysis to include other 
boundary conditions, such as adjacent isoflux plates. 
Additionally, Bar-Cohen and Jelinek [12] determined 
that the fin spacing should equal the fin thickness 
for an optimum least material fin. Other investigators 
who have performed optimization studies for natural 
convection between vertical parallel plates include 

Hung and Lu [5], Aihara and Maruyama [13], and, 
most recently, Anand et al. [14]. 

Densely packed, parallel plate fins may be thought 
of as a porous medium. Simulations of natural con- 
vection in enclosures partially filled with porous media 
have been completed [15, 16]. Recent theoretical treat- 
ments in which spirally fluted tubes have been modeled 
as a porous medium include studies by Srinivasan et 
al. [17]. 

The purpose of this study is to present experimental 
data and numerical predictions of heat transfer from 
a 3 x 3 array of discrete heat sources mounted to one 
wall of a cavity with an isothermally cooled opposing 
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wall (Fig. 1). The surface of each discrete heat source 
and the cold wall were augmented by dense arrays of 
parallel plate fins. A dielectric liquid coolant (FC-77, 
a dielectric liquid :manufactured by 3M Co.) was used 
as the heat transfer medium and thermal resistances 
were determined for (rsur,(i,j)- To) ~< 70°C. Numerical 
predictions, based on the Brinkman-Forchheimer- 
extended Darcy model for porous media, were also 
obtained and compared to the experimental results. 

EXPERIMENTAL PROCEDURES 

The parallel plate fin arrays used in this study (Fig. 
1) were designed for maximum power dissipation 
(details are provi6ed in Appendix A). The dimensions 
of the enhanced ,;urface are Lx and L~, respectively, 
forming a base area ofAh = LxL~. The fin length, Lfi., 
is the distance from the base of the fin to the fin tip, 
while the fin height, Hfi,, determines the extent of the 
fin along the base. The fin thickness, spacing, and 
pitch are designated by finn, b and P~,, respectively. 

The test cell, shown schematically in Fig. 2 with 
dimensions provided in Fig. 1, consisted of a 3 × 3 
array of highly-finned copper elements mounted in a 
G- 10 substrate, ar. opposing highly-finned copper cold 
plate, and a Lexan spacer. The cell was compressed 
between two aluminum clamping plates, and O-rings 
were used to seal the interfaces between components. 
Two threaded holies were located near the top of the 
substrate to allow for filling and draining of the test 
cell, and polyeth2dene tubing, with the free end open 

to the atmosphere, was attached to each hole to allow 
for fluid expansion. 

Approximately 0.2 mm of material was carefully 
milled from the back of each fin array to provide a 
smooth, even surface for attachment of a resistive 
element. Two holes were drilled from the back to 
a distance of 2 mm from the fin base, and copper- 
constantan thermocouples were inserted into each 
hole and soft-soldered into place. A thick-film resistive 
element, powered by a d.c. source, was soldered to the 
back of the finned surface, forming the discrete heat 
source. The finned heater array was then assembled 
and fixed in place with epoxy, such that the fin base 
was flush with the substrate surface and the fin arrays 
were aligned from column-to-column. 

The finned cold plate attachment was soldered into 
a pocket formed on a copper plate which contained 
an internal maze of channels through which water 
from a constant temperature bath could be circulated. 
Copper-constantan thermocouples were then inserted 
into three holes drilled from the back surface to a 
distance of 3.2 mm from the fin base. 

A spacer plate thickness of S = 24.5 mm provided 
cavity aspect ratios of A=-- H/S= 3.75 and 
Ax -- D/S -- 2.25, and a clearance of 1.4 mm between 
the heater and cold plate fin tips. Experiments were 
conducted with degassed FC-77. All heaters were 
equally powered, and steady-state temperatures and 
power inputs were recorded by an HP data acquisition 
system interfaced to a personal computer. 

All tests were conducted under conditions of equal 
power dissipation (Q). A three-dimensional (3D) 
finite-difference conduction analysis of the heater sub- 
strate revealed that more than 98% of the energy 
applied to the resistive element entered the fluid 
through the heater base [18]. Assuming a uniform 
heat flux through each fin base, the heater and cold 
plate surface temperatures were inferred by assuming 
1D heat conduction between the thermocouple 
locations and the fin base. The cold plate temperature 
was maintained at approximately 15°C for all tests. 

The overall thermal resistance of each heater, R't~, 
was used to assess the thermal performance of the 
finned heat sources, with 

Ah (7~s,r,(i,j) -- To) 
R'~ = (2) Q(i,j) 

where Tsur.<i,j) and Tc are the average surface tem- 
peratures of heater (i,j) and the cold plate, respec- 
tively, and Q<~d) is the measured applied power at the 
resistive element. Heater (i, j )  refers to the heater in 
row i and columnj  (heater (3,1) is specified in Fig. 1). 
The base area, Ah, of the heater was used to facilitate 
comparisons with data for unfinned heaters in a simi- 
lar geometric arrangement [18]. Maximum uncer- 
tainties in the reported thermal resistances and tem- 
perature differences, as estimated by the procedure 
of Kline and McClintock [19], were 9.4 and 5.0%, 
respectively. 
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Fig. 2. Test cell schematic. 

NUMERICAL MODEL 

Porous medium model 
The dense parallel plate fin array was approximated 

as a porous medium, which allowed a 2D approxima- 
tion of the fin array. Hence, the actual 3 × 3 array 
of discrete heat sources was represented as a 3 × 1 
array of strip heaters, and 2D calculations replaced 
full 3D simulations, thereby greatly reducing the 
required computational effort. Since non-Darcian 
effects can be significant [15, 20], a Brinkman-Forch- 
heimer-extended Darcy model was used in this study. 
The model uses physically realistic boundary con- 
ditions at the fluid-porous medium interfaces (Brink- 
man's extension) and accounts for inertia effects 
(Forchheimer's extension). Both boundary and inertia 
effects decrease heat transfer with increasing Rayleigh 
number [21]. The porous medium is considered to be 
homogeneous and isotropic and to be saturated with 
fluid which is in local thermodynamic equilibrium 
with the solid matrix. 

Throughout the cavity, flow is assumed to be lami- 
nar, 2D, incompressible, and steady, and in accord- 
ance with to the Boussinesq approximation, all 
properties are assumed constant. In unfinned regions 
of the cavity, conditions are characterized by the fol- 
lowing form of the Navier-Stokes equations : 

Continuity : 

y-Momentum : 

Ov Ow 
yc"-- + ~z  = 0 (3) 

z-Momentum : 

[ 0w 0wl Op 
'~l"~ +w~J = -~z 

(4) 

Energy : 

[02w 02w q 
+ ~--~1 +pgfl(T-- T¢) + ' I T  ~z~j (5) 

[ OT+wOT 1 kfFO2T a2T 1 (6) 
p V~y -~-zj = epZ [~--y2 + 0z: j .  

In contrast, using the Brinkman-Forchheimer- 
extended Darcy model with a superficial (Darcian) 
velocity, governing equations for the finned regions 
of the cavity are of the following form : 

Continuity : 

y-Momentum : 

Ov Ow 
y0-- + ~z  = 0 (7) 

0p r o s y  ~2Ul_[PC F ]Af] 
0 = - - # + # ' L ~ +  OZ~ j L4Xm+~ ~ 

z-Momentum : 

o~+ p~w o2w l 
o = - ~  ~o.LT+ 0z2j 

-rPCV lvl+ ~]w+pgfl(T- Tc) 
L4K 

Energy : 

where 

( 8 )  

(9) 

IVl = ~ / ( v  2 + w b  ( 1 1 )  

and the permeability K of  the porous matrix can be 
determined by modeling the parallel plate fins as a 

°r+war-] k°~r°2r ~'] (lO) 
p .~y ~ z j = ~ [ ~ + 0 z 2 j  
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stack of capillary fissures of width b and fissure thick- 
ness 6f~. For  this geometry, Bear [22] suggests the 
relation 

¢pb 2 b 3 
K (12) 

12 12(6nn+b) 

where the porosity (p is defined as the ratio of void 
volume to total volume of the porous structure. 

While standard advection terms in the momentum 
equations are generally small for a porous medium 
and are typically neglected [23, 24], Nield and Bejan 
[25] recommend that the corresponding nonlinear 
inertia effects be treated by the Forchheimer drag 
term, which includes a dimensionless form drag 
coefficient, CF- This coefficient depends on the nature 
of the porous medium and, as a first approximation, 
can be determined from the following empirical for- 
mula [26] 

Cj= = K'/21.75 (1 -go) (13) 
tp3b 

where the fin spacing b is used as the characteristic 
length of the poroas material. Although the Brinkman 
extension necessitates determination of an effective 
dynamic viscosity, p,~, of the volume-averaged porous 
medium, accurate: predictions may be obtained with 
the approximation #oft = #f [16, 27, 28]. 

Advection terms must be retained in the energy 
equation [23] and a realistic model must be prescribed 
for the effective thermal conductivity, k~n. While many 
different models have been developed to predict the 
effective thermal conductivity [29, 30], the following 
expression was used for the parallel plate fin con- 
figuration of this study 

ke,f = (1 - rp)kfi. + ¢pkf. (14) 

It represents a weighted arithmetic mean based on the 
presumption of parallel conduction paths through the 
fluid and fins. Although the thermal conductivity is 
anisotropic in the actual fin array, with a parallel 
conduction path in the fin direction and a series con- 
duction path perpendicular to the fins, the parallel 
conduction path is dominant and equation (14) pro- 
vides a reasonable approximation. 

Introducing the: following binary parameter 

{~ in the porous region (15) 

~(y, z) = in the fluid region 

the separate equations for the fluid and porous regions 
may be combined into a single set. In terms of a 
superficial (Darcian) velocity, the resulting equations 
are of the following form : 

Continuity : 

av aw 
~yy + ~ = 0 (16) 

y-Momentum : 

z-Momentum : 

(17) 

(21) 

A t y = S :  v = w = 0  (22) 

T = Tc (23) 

A t z = 0 a n d z = H :  v = w = 0  (24) 

aT 
a~ = 0. (25) 

Additional boundary conditions at the fluid-porous 
medium interface must ensure velocity, shear stress, 
temperature, and heat flux continuity. These matching 
conditions are explicitly imposed in the numerical 
solution by using the harmonic mean formulation for 
the interface conductivities and viscosities [31]. 

Results of the calculations are presented in terms of 
nondimensional quantities, with the heater length, L,, 
selected as the appropriate length scale. A dimen- 
sionless streamfunction is defined by the relations 

a~g a~p 
V = - ~  W -  aY (26) 

where V and W are dimensionless velocities. The 
applied heat flux is used to define a modified Rayleigh 
number, Ra* =gflq"L~/kfo~fv and to determine a 
dimensionless temperature field, 0 = kr(T- T¢)/q"Lz. 
Additionally, for comparison with experimental 
results, a thermal resistance is defined as 

[ aw aw] apaz + ra2w a2wlaz2j 
(1-Op v ~ + w ~  = - ~ ,Lay ~ + 

-~[~KlVl+ ~]w+pgfl(T- Tc) (18) 

Energy : 

(19) 

Idealized boundary conditions are applied at the 
substrate-fluid, heater-porous medium and cold 
plate-porous medium interfaces and are summarized 
as follows : 

A t y = 0 :  v = w = 0  (20) 

aT 
ay 

f 
0_(~, I the substrate-fluid interface) 

kef~ (at the heater-porous medium interface) 
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AT L-~ (T(y,Z)ly=o-- To) dz 
z R;~ = ~ -  = q, (27) 

Solution procedure 
The governing equations were discretized using a 

control-volume formulation [31], where the velocity 
control volumes were staggered with respect to the 
pressure and temperature control volumes. The result- 
ing algebraic equations were solved iteratively using 
a line-by-line application of the tri-diagonal matrix 
algorithm enhanced by an additive-correction multi- 
grid method [18] to speed convergence. The additive- 
correction multigrid method used in this study is 
described in detail by Hutchinson and Raithby [32] 
and Hutchinson et al. [33]. Coupling of the pressure 
and velocity fields was treated using the SIMPLER 
algorithm [31]. Appropriate thermophysical proper- 
ties were specified in each region, the governing equa- 
tions were reduced to the appropriate forms in each 
region, and to enhance the convergence of the numeri- 
cal algorithm, the left-hand side of the momentum 
equations was solved as if ( = 0. Since fluid velocities 
and velocity gradients in the porous region are small, 
the additional advection terms do not introduce sig- 
nificant errors in the predicted values. 

A 52 x 80 nonuniform fine grid was used to solve 
the governing equations, and two additional coarse 
grids were used to generate grid correction factors for 
the additive-correction multigrid scheme [18]. In the 
limit of a converged solution, the grid correction fac- 
tors approached zero. Care was taken in the deploy- 
ment of all grid levels to ensure that all interfaces of 
discontinuity in the material properties were rep- 
resented by grid control surfaces. For example, the 
porous-fluid interfaces were prescribed as control sur- 
faces at every grid level. This procedure prevented 
the same correction from being applied over different 
material regions. 

The overall solution procedure involved using a 
previously generated solution at a lower modified 
Rayleigh number as input to the calculations at a 
higher modified Rayleigh number. Original solutions 
at Ra* = 106 were obtained by specifying very small 
values (on the order of 10 -1° ) for the initial velocity 
and temperature distributions. Under-relaxation tech- 
niques were used in the momentum equations, with 
relaxation factors set at 0.85 for Ra* = 106. As the 
modified Rayleigh number increased, the relaxation 
factors were slowly decreased. It was found that a very 
slight under-relaxation of the energy equation aided 
the solution process, particularly at higher modified 
Rayleigh numbers. 

Solutions were deemed to be converged after three 
criteria were satisfied. First, the maximum mass 
source, when compared to the maximum mass flux 
across a fine-grid control surface, was required to be 
below 10 -3 . Second, the iteration-to-iteration change 
was examined at every fine-grid nodal point for all 

calculated values. However, to reduce the likelihood 
of false convergence related to small, but persistent, 
changes between successive iterations due to under- 
relaxation, the examinations were implemented 
between iterations i and i-20. The change in computed 
value, when compared to the maximum value in the 
domain, was required to be less than 0.5% for a con- 
verged solution to be realized. Finally, satisfaction of 
the overall energy balance was required to within 1%. 
Typically, the second criterion was the last to be 
satisfied. 

To validate the model and solution procedure, natu- 
ral convection in a square enclosure filled with a 
porous medium was simulated. Satisfactory agree- 
ment with the results of Beckermann et al. [15] and 
Lauriat and Prasad [20] were obtained. The exper- 
imental conditions of Beckermann et al. [28], with a 
fluid region adjacent to a porous region, were also 
modeled and good agreement between predictions and 
measurements was obtained. Details of these vali- 
dation studies are presented by Heindel [18]. 

To ensure grid independence, grid studies were per- 
formed at the highest modified Rayleigh number 
where the velocity and thermal boundary layers are 
thinnest [18]. Increasing the grid size from 52 x 80 to 
66 x 106 provided little variation in the streamlines 
and isotherms, and produced maximum deviations of 
0.5 and 6.0% in the predicted thermal resistance and 
maximum velocity, respectively, indicating that the 
52 x 80 grid provided a good compromise between 
computational effort and accuracy. 

RESULTS 

Experimental data 
Experimental results for the thermal resistance are 

presented in Fig. 3 as a function of the average surface 
temperature difference for each heater when the cavity 
is vertically oriented (q~ = 0°). The results encompass 

Pr-  25 (FC-77) [ 
20  Row 1 I~ ~ = 0 deg 

R'th Row 2 6 = T° ~ 15°C 

(cm2oC/W) Row 3 e • • B 

8 % 

Elenbaas [6} ~ ,= ¢1~ 

. . . . . . .  i 

4 6 8 1 0  " 3 ;  ' 5 ; ' 7 ; '  

T r, Oj)- T c (°C) 

Fig. 3. Thermal resistance of the finned heater array in a 
vertical (q~ = 0 °) cavity. 
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heater powers in the range 0.5 < Q ~< 38 W, cor- 
responding to 5 3 x  108 ~< Ra* <<, 8.0x l 0  l° (2.0x 
106 ~ RaL, < 1.0 X 10s). Column-to-column varia- 
tions in the data are negligible for rows 1 and 2, and 
the small variations evident for row 3 are attri- 
buted to slight variations in the instrumentation and 
assembly process. Row 3 shows the lowest thermal 
resistance, with a min imum value of R't~ = 1.84 cm 2 
°C-~ W-~ obtained for the largest temperature differ- 
ence. As the fluid is heated, it ascends past rows 2 
and 1, and the at tendant  thermal boundary  layer 
development yields increasing values of R'~ with de- 
creasing row number.  Maximum surface tempera- 
tures of Tsur, Rl . . . . .  = 84.0°C, Tsur,R2,max = 73.9°C and 
7~u,.R3 . . . .  = 52.8°C were obtained for Q ~ 38.0 W 
heater ], which corresponds to a heat flux, based on 
fin base area, of  q" ~ 23.6 W cm -2. These results per- 
tain exclusively to single-phase natural  convection. 
Predictions based on the Elenbaas [6] correlation for 
isothermal parallel plates, equation (1), are also 
shown in Fig. 3. This correlation provides reasonable 
agreement with the row 3 results for larger tem- 
perature differences, which is consistent with the 
requirement that Rab b/H~n > 100 for application of 
the correlation to plate fin arrays [7-9]. This restric- 
tion corresponds to (~V~,(~,j)--T~)> 30°C in the 
current study. 

Row averaged thermal resistances are compared to 
those obtained in a similar geometry with unfinned, 
flush-mounted surfaces [18] in Fig. 4. Although the 
flush-mounted data were obtained in a cavity with 
aspect ratio Az =: 7.5, while the finned data were 
obtained for A~ = 3.75, heat transfer has been shown 
to be independenl: of  aspect ratio in this range [34]. 
While increasing the heat transfer surface area 35- 
fold, the fins decrease the thermal resistance by a 
factor of approximately 12 for row 1 with (2r~u~.(~.j)- 
T~) ~ 10°C and by as much as a factor of 24 for row 3 

with ( T s u r , ( i , j ) -  To) ~ 45°C. This behavior is consistent 
with dependence of the fin effectiveness, en, = R't~ 
(unfinned)/Rth(finned), on row number  and tem- 
perature difference. Due to fluid heating, enn decreases 
with decreasing row number.  However, because 
higher velocities are associated with larger tem- 
perature differences, enhancing fluid penetration into 
the finned regions, e~n increases with increasing tem- 
perature difference. The effectiveness asymptotes to a 
constant  value with increasing temperature difference, 
as fluid penetration becomes uniform throughout  the 
fin array. 

Additional data were collected over the range 
1.0 < Q < 45.5 W, corresponding to 1.1 x 10 9 ~< 
Ra* <,% 9.1 x 101°(6.0 x 106 ~< RaL, < 1.0x 108),with 
the cavity rotated 90 ° to orient the finned heat sources 
and cold plate on the cavity bot tom and top, respec- 
tively. Since negligible column-to-column variations 
were observed, row-averaged thermal resistances are 
shown in Fig. 5. Fluid motion in the cavity was 
observed to be symmetric about  row 2, with nearly 
equivalent thermal conditions for rows 1 and 3. Due 
to fluid preheating in these rows, fluid entering row 2 
is warmer, yielding slightly higher values of R't~. Over- 
all, however, there is good uniformity in thermal con- 
ditions from row-to-row for the horizontal con- 
figuration. This behavior is consistent with the results 
of  Polentini et al. [34] for flush-mounted surfaces, 
whose data are also included in the figure for compari- 
son. The min imum measured row-averaged thermal 
resistances produced by the fins are 2.16, 2.27 and 2.19 
cm 2 °C -1 W 1, corresponding to maximum average 
surface temperatures of 76.4, 79.3 and 76.8°C for rows 
1, 2 and 3, respectively, with Q ~ 45.5 W heater-  ~ and 
Tc ~ 15°C. This power dissipation rate corresponds 
to a heat flux of q" ~ 28.2 W cm -2. Results for the 
fin effectiveness also exhibited negligible row-to-row 
variations, and enn again increased with increasing 
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(Lur.<i,j~-Tc). For (Tsur,(i,j)--Zc)~, 9 and (Lur.~,,;}- 
To) ~ 40, respectively, the fins enhance heat transfer 
by factors of approximately 7.5 and 14.5. 

Thermal resistances obtained for the horizontal 
orientation are within approximately 10% of those 
obtained for row 2 in the vertical cavity. This result 
suggests that a horizontal alignment of discrete heat 
sources is preferred when uniform heat transfer rates 
are desired from each row, which is most often the 
case for electronic cooling. Also, while maintaining 
acceptable temperature differences with only single- 
phase natural convection, thermal resistances 
approaching 2 cm 2 °C-1 W -1 can be expected with 
the finned heat sources used in this study. 

N u m e r i c a l  p r e d i c t i o n s  

Numerical predictions encompassed a modified 
Rayleigh number range of 106 ~< R a *  z <<. 10 ~. The 
presence of the porous medium allows laminar flow 
conditions to be maintained at even the largest modi- 
fied Rayleigh number. All calculations were per- 
formed for a 2D approximation (the y - z  plane) of the 
geometry shown in Fig. 1, with the Prandtl number 
fixed at 25 (FC-77). Parameters describing the porous 
medium were also fixed and are summarized in Table 
1. These values correspond to those representing the 
dense parallel plate fin arrays used in the experiments. 

The effect of modified Rayleigh number on the 
dimensionless streamlines (qJ) and isotherms (0) is 
shown in Fig. 6. The darkened regions along the z- 
axis indicate the heat source locations, and the shaded 
regions enclosed by dashed lines represent the extent 
of the porous regions. At R a *  z = 106 [Fig. 6(a)], fluid 
flow is very slow (ItIJlmax = 39.1), as only a few stream- 
lines penetrate the porous regions and most of the flow 
is confined to fluid above row 1. The flow intensity 
increases with increasing R a * ,  altering the streamlines 
considerably. Although the highest velocities and vel- 
ocity gradients are still associated with fluid above 
row 1, porous regions adjacent to the heaters and cold 
plate show substantial fluid penetration, and at 
R a *  z = 10 ~j [Fig. 6(b)], circulation is very intense 
(IWImax = 3373) in the porous regions, as well as in 
the fluid. Fluid in the gaps between the porous regions 
is discernible by the abrupt bending of streamlines. 
The small gap between the hot and cold wall porous 
regions provides a substantially reduced resistance to 
flow and is hence the site of strong downflow, pene- 
trating to the cavity floor. Fluid in the cold porous 

Table 1. Porous medium parameters associated with the par- 
allel plate fin arrays used in this study 

Heater array Cold plate array 

Dab 6.0 × 10  - 2  6.0 x 10 2 
K 1.56x10 8m 2 1.56×10 Sm: 
tp 0.718 0.718 
CF 0.327 0.327 
kerr 112.8 W m -l K -I 112.8 W m -1 K -l 

region is prevented from descending this far because 
of the higher drag associated with penetration of this 
region to the bottom of the cavity. A portion of the 
downflow penetrates the fluid gaps between the heated 
porous regions, creating small recirculation cells near 
the leading and trailing edges of the row 2 porous 
region ( y / L :  ~ 0.95, z / L :  ~ 3.25 and 4.25). Fluid vel- 
ocities decrease upon entering the row 3 porous 
region, causing very small recirculation cells to 
form in the fluid below this region. The intensity 
of these cells is very low (W = 60.9) compared to 
the main flow (t£ = -3373),  and they are located 
within the zero streamlines protruding from the hot 
wall. 

Figure 6 also displays the effect of modified Ray- 
leigh number on the nondimensional temperature dis- 
tribution, 0. Due to negligible circulation and a high 
effective thermal conductivity, nearly isothermal con- 
ditions exist in the porous regions for R a *  z = 106 [Fig. 
6(c)]. Fluid adjacent to the leading edge of row 3 is 
thermally stratified, and large temperature gradients 
exist between the hot and cold wall porous regions, as 
shown by the merging of isotherms to form a black 
band in the gap between these two regions. Tem- 
perature variations in the fluid above row 1 are caused 
by localized convection in this region. 

Even though large temperature gradients exist at 
the fluid-porous region interfaces for R a *  z = l0 II 
[Fig. 6(d)], increased fluid penetration into the porous 
regions increases thermal variations within these 
regions. Large temperature variations are observed 
near the hot wall at z / L z  ~ 2.0, 3.25 and 4.5, which 
are locations corresponding to fluid-porous region 
interfaces. The porous region adjacent to the cold wall 
also displays thermal variations, but they are confined 
to upper regions, with nearly isothermal conditions 
prevailing in the lower region. The strong downflow 
in the gap between the hot and cold regions advects 
relatively warm fluid below row 3, causing the iso- 
therms to bend at the leading edge of the row 3 porous 
region. 

Nield and Bejan [25] indicate that fluid advection 
modeled by Forchheimer's extension is negligible if 
the Reynolds number, based on a typical pore diam- 
eter, is of order unity or smaller. Since the maximum 
channel Reynolds number is approximately 7 for the 
conditions of this study, the influence of Forch- 
heimer's term should be small. Additional calculations 
were performed by employing the Brinkman- 
extended Darcy porous medium model [ C F -  0 in 
equations (8) and (9)], over the range 
106 < R a *  Z <~ l0 II. Neglecting Forchheimer's exten- 
sion increased velocities in the porous regions and 
decreased the associated temperatures. However, 
differences between model predictions were negligible 
for R a *  z <,% 108. At R a *  z = 10 ~, maximum deviations 
in [qJImax and 0max were limited to approximately 25%. 

Predicted thermal resistances are compared with 
experimental results in Fig. 7. The predictions follow 
the experimental trends, with the Brinkman-Forch- 
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Fig. 6. Dimensionless streamlines (qJ) at (a) Ra~z = 106, (b) Ra* = 10 II and isotherms (0) at (c) 
Ra* z = 106, (d) Ra* z = 10 I1 for Pr = 25, Az = 3.75 and Dab = 6.0 × 10 -2. 

heimer-extended Darcy model  providing better over- 
all agreement with the data. Failure of  the porous 
medium model  to more accurately predict the exper- 
imental results can be attributed to the 2D approxi- 
mation and the as:;umption of  uniform conditions in 
the x-direction. Experimentally, preferred flow lanes 
develop between t])e heater columns, which result in 
diminished velocities in the finned regions and an 
increased thermal resistance. This behavior is most 
evident in row 3, where the lowest and highest thermal 
resistances correspond to the Brinkman-extended 
Darcy model  predictions and the experimental data, 
respectively. However,  despite the simplifying 

assumptions inherent in the 2D porous medium 
model, it provides a good approximation to the results 
of  a dense parallel plate fin array. This conclusion is 
supported by visual observations, which revealed flow 
patterns qualitatively similar to those predicted 
numerically. 

CONCLUSIONS 

Relative to unfinned conditions, discrete heat sources 
with parallel plate fin arrays experienced heat transfer 
enhancement by as much as 24 and 15 times for ver- 
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Fig. 7. Comparison between predicted and measured row- 
averaged thermal resistances. 

tical and  hor izonta l  cavity or ientat ions,  respectively. 
M a x i m u m  heat  fluxes were 23.6 W cm -2 (vertical 
cavity, ATmax -~ 70°C) and  28.2 W cm -2 (hor izontal  
cavity, ATmax ~ 65°C), with  cor responding  thermal  
resistances of  approximate ly  2 cm2°C W -1. The  hori-  
zontal  or ienta t ion  yielded nearly un i fo rm heat  t rans-  
fer f rom the discrete heat  sources, which is a highly 
desirable feature when  cooling electronic components .  

A porous  med ium model  has  been used to simulate 
fluid flow and  heat  t ransfer  f rom a dense array of  
parallel plate fins m oun t ed  to one wall of  a vertical 
cavity. Fluid pene t ra t ion  and  heat  t ransfer  increase 
within the porous  regions as the applied power  (modi- 
fied Rayleigh number )  increases. Numerica l  pre- 
dictions are in reasonable  agreement  with exper- 
imental  results for the vertical or ientat ion,  with  the 
B r i n k m a n - F o r c h h e i m e r - e x t e n d e d  Darcy  model  fol- 
lowing the data  more  closely t han  the B r i n k m a n -  
extended Darcy  model.  Overall,  model ing dense par-  
allel plate fin arrays as a porous  medium provides  a 
satisfactory approximat ion .  
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A P P E N D I X :  F I N  D E S I G N  A N D  F A B R I C A T I O N  

The parallel plate tin arrays employed in this study were 
designed for max i mum power dissipation. The plate spacing 
required to maximize heat transfer from adjacent parallel 
plates would provide for boundary layer merger at the trail- 
ing edge of  the heat transfer surface. However, in an array 
of  parallel plate fins, lhat  fin spacing may  not  correspond to 
the max imum total power dissipation. As more fins are added 
to the array, the heat transfer surface area increases. Eventu- 
ally, if the fins are too closely spaced, heat transfer from each 
fin is substantially reduced and total power dissipation from 
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Fig. A1. Fin efficiency and total power dissipation rate for a 
parallel plate fin array with a heated base area of 12.7 

m m  x 12.7 mm.  

the array may decrease, even though more surface area is 
added. Therefore, an opt imum geometry exists to maximize 
total power dissipation from a fin array. 

To determine this opt imum, the fin length was fixed 
( L n , =  12 mm),  as were the heater base dimensions 
(Lx = Lz = H~, = 12.7 mm).  The fin material (copper) and 
heat transfer fluid (FC-77) were also fixed, and a max imum  
allowable temperature difference of  50°C was prescribed 
between the fin base and the reference fluid. If the fin length 
is much  larger than  the fin spacing (Ln./b >> 1), edge effects 
at the fin base and tip may be neglected and flow between 
the fins can be approximated as two-dimensional. Assuming 
that  the fin efficiency is high and the fins are approximately 
isothermal, equation (1) can then be used to estimate the 
average heat transfer coefficient for the fin face (/~ = N--Ubkf/b). 
The power dissipation rate per fin can then be calculated as 
Qn, = ~l~nhAn,(Ts=-Tr), where An, is the total fin surface 
area and, assuming an adiabatic tip, the fin efficiency may  be 
approximated as q~, = tanh(mLn,)/(mL~n). The total power 
dissipation from the fin array is then Qt = N~.Q~,, where the 
total number  of  fins per heat source, N~,, depends on the 
selection of 6fin and b. This expression neglects heat transfer 
from the base area between fins, as well as from all fin edges. 

Calculations based on the foregoing model are presented 
in Fig. A 1, where the fin efficiency and total power dissipation 
are plotted as a function of  fin spacing for different fin thick- 
nesses. For 0.2 ~< 6~, ~< 0.5 mm,  max imum power dissipation 
corresponds to an opt imum fin spacing of 0.35 < b ~< 0.45 
mm. A similar procedure was used to design the finned cold 

Table A1. Fin dimensions associated with the parallel plate fin arrays 

Heater array Cold plate array 

L= 12.7 m m  95.3 m m  
Lx 12.7 m m  57.2 m m  
/ / f i n  12.7 m m  91.4 m m  
L~n 12.0 m m  12.0 m m  
6~ 0.20 m m  0.20 m m  
b 0.51 m m  0.51 m m  
Nf~ 18 72 
Increase in heat transfer surface area ~ 35 times ~ 30 times 
k~, 400 W m -  l K -  l 400 W m -  1 K -  t 
kf 0.0631 W m -I K -1 0 . 0 6 3 1 W m  -I K -1 
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Fig. A2. Schematic representation of  a single finned heat 
source. 

plate at tachment  [18], and for 0.2 ~< 6~n ~< 0.5 mm,  opti- 
mization revealed that all of  the energy from the heaters 
could be absorbed if the cold plate fin spacings were in the 
range 0.55 < b < 0.75 ram. 

To facilitate manufacturabil i ty and reduce costs, the same 
fin thickness and spacing were prescribed for the heater and 
cold plate fin arrays. A fin thickness and spacing offish = 0.20 
m m  and b = 0.51 m m  provided a good compromise between 
maximum power dissipation/absorption rates and efficiencies 
of  the heater and cold plate fins. Complete fin dimensions 
for each heat source and the cold plate are summarized in 
Table A1. To allow for easy assembly, the cold plate fin 
height (Hn, = 91.4 ram) is slightly smaller than  the cavity 
height (H = 95.3 mm),  and the cold plate fins covered 53.3 
m m  of the 57.7 m m  cavity depth. 

An assembly schematic of  the plate fin array for a single 
heater is shown in Fig. A2. The fin array was fabricated by 
Technical Materials, Inc. (TMI) of  Lincoln, RI, using a 
proprietary copper bonding process called Direct Bond Cop- 
per (DBC). In this process, the fin and base sections were 
s tamped from copper shim stock of  the prescribed thick- 
nesses, with included holes used for assembly. An  array was 
assembled by positioning the fin and base shim stock, in 
an alternating fashion, on very small diameter copper rods 
inserted through the holes left by the s tamping process. To 
maintain dimensional integrity of  the fin spacing, as well as 
fin rigidity and strength, additional rods were located at the 
top of  the fin arrays (two in each heat source and four in 
the cold plate). The spacing between fins was preserved by 
placing small copper spacers (washers), with the same thick- 
ness as the base shim stock, on the rods located in the fin 
tips. Each fin assembly was then compressed in the rod direc- 
tion, and the direct bond process was effected by placing it 
in an oven programmed to follow a prescribed temperature 
history. 


